UNIT 11 : Matrices and Determinants
11.0: Unit Objectives:

By the end of this Unit, learners should be able to:
¢ Understand the concept of matrix.
e Describe and discuss different types of matrices.
e Perform different operations on matrices such as addition,
subtraction, scalar multiplication, multiplication etc.
e Find inverse of a matrix.
e Understand concept of determinant.
e Describe and discuss different properties of determinant.
e Evaluate determinant of a matrix.

11.1 : Unit Introduction:

The theory of matrices (single matrix) is of great importance in many
branches of higher mathematics such as astronomy, mechanics, nuclear physics
and aerodynamics etc. Matrices are used to describe linear equations and to
record data that depend on multiple parameters. Hence matrices are widely used
in computer science. They can be added, multiplied, and decomposed in various
ways, which also makes them a key concept in the field of linear algebra.

In elementary algebra we mainly deal with single numbers. These numbers
are combined by various operations to obtain other numbers. But in some
branches of algebra we need to consider a set of numbers. For example in plane
geometry the Cartesian coordinates of a point are given by a pair of two numbers
these numbers can be represented as a single entity using matrix. A matrix is only
arrangements of numbers but it is treated as a single entity rather than a collection
of numbers. In this unit we will get introduced with elementary concepts about
matrices.

11.2 : Matrices:

In mathematics, a matrix (plural matrices) is an arrangement of numbers
into rows and columns. The horizontal lines in a matrix are called rows and the
vertical lines are called columns.

Definition 11.2.1: Matrix: A matrix is a set of numbers which are arranged into
rows and columns.

A matrix with m rows and n columns is called an m x n matrix. It is
commonly said that an m x n matrix is of order m x n. The order of a matrix is
always given with the number of rows first, then the number of columns.



The entry that lies in the i-th row and the j-th column of a matrix is typically
referred to as the (i, j)th entry of the matrix. Again, the row is always noted first
and then the column. Generally capital letters are used to denote matrices.

We often write 4 = [a} to define an m x n matrix A. In this case, the
Ylm x n

entries a;; are defined separately for all integers 1 <ismand 1 <j<n.

We can denote a general 3 x 4 matrix as, 4 = [a,, then this matrix can

v }3 x 4
also be represented as

a,; 4, 4z 4y
A= |Gy Gy dy dy

31 Az Az Ay |3y

Examples:
e A=l 2 3]isamatrix with 1 row and 3 columns. ... A has an order 1 x 3.

1 5 2
° B=|5 2 9| is a matrix with 3 row and 3 columns. ... A has an order
2 9 8
3 x 3.
0 0 0 O
° P= is a2 x 4 matrix.
0 0 0 O
1 0 0 O
01 0 0
. I= is a4 x 4 matrix.
0 0 1
0 0 0 1

11. 3: Types of Matrices:

1. Row matrix: A matrix having only one row is called a row matrix. If P is a row
matrix then its order is of the form 1 x n, where n is the number of columns in this
matrix.

Example:

e P=[l 5 7 -4]isa rowmatrix as it has 1 row and 4 columns.

.. P has order 1 x 4.



2._Column matrix: A matrix having only one column is called a column matrix. If
A is a column matrix then its order is of the form m x 1, where m is the number of
columns in this matrix.

Example:

a
° A =|b|isa column matrix as it has 3 rows and 1 column.

c

.. A has an order 3 x 1.

3._Square matrix: If the number of rows in a matrix is equal to the number of
columns in it, then that matrix is called a square matrix.

If matrix A m x n iS @ square matrix then m = n. So its order can also be written as
n xn.

For a general square matrix 4 = [a} , the entries a1, asy, ass, ..., a ny are
Ylp xn

called the diagonal elements.
Examples:

2 3], L . :
. A= 3 5 is a matrix with 2 rows and 2 columns. ... A is a square matrix.

In this matrix the diagonal elements are a1 = 2 and az» = 2.

1 4 2
. B=|5 9 9 |isa3x3 matrix, so it is a square matrix. In this matrix
2 11 -4

the diagonal elements are b1y =1, as» =2 and az3 = 8.

1 0 0 O
01 0 0], . . .

e I= 00 10 is a square matrix, in which all the diagonal elements are
0 0 0 1

equal to 1.

4. Zero or null matrix: If every element in a matrix is equal to zero, then that
matrix is called a zero matrix or a null matrix. It is denoted by 0.
Examples:




0 0 . . , .
. A= 0 0 ~. Ais a square matrix. In this matrix all elements are 0, and so

it is a null matrix of order 2 x 2. It is also denoted as 0o,o.

0 00 0O
® N=(0 0 0 0 0fisanull matrix, of order 3 x 5.

000 O0O
5. Unit or Identity matrix: A square matrix in which all diagonal elements are
equal to 1 and all non- diagonal elements are equal to 0, is called an identity
matrix. An identity matrix of order n x n is denoted by I,.

Examples:
1 0], . . .
e I, = {0 J is an identity matrix of order 2 x 2.
1 000
01 00
e Iy= is an identity matrix of order 4 x 4.
0 010
0 0 01

6. Diagonal matrix: A square matrix, in which all non-diagonal elements are equal
to 0, is called a diagonal matrix.

Note that, in a diagonal matrix all non-diagonal elements are equal to 0 and
some or all of the diagonal elements may be equal to 0.

Examples:

e Anidentity matrix I, is always a diagonal matrix .
e A square matrix which is a null matrix is a diagonal matrix.

1 0 0O
0 2 . . .
e D= is a diagonal matrix of order4 x 4.
0 0 30
0 0 0 4
0 0], . :
. A= 0 2 is a diagonal matrix of order 2 x 2.

7._Triangular matrix:
(i) Upper triangular matrix : A square matrix, in which all the elements below the
main diagonal are equal to 0, is called an upper triangular matrix.




(i) Lower triangular matrix: A square matrix, in which all the elements above the
main diagonal are equal to 0, is called a lower triangular matrix.

Note that:

1. A triangular matrix is either a lower triangular or an upper triangular matrix.

2. A diagonal matrix and an identity matrix are both lower triangular and upper
triangular matrix.

Examples:
1 50 -2
02 4 1], . .
e P-= is an upper triangular matrix.
0 0 3
0 0 0 4
10 0 O
. Q=| 0 8 0 |isalowertriangular matrix.
0 5 30
0 0], . , ,
. A= 0 2 is both lower triangular and upper triangular matrix.

8._Transpose of a matrix: If A is a matrix of order m x n, then the transpose of
matrix A is denoted by Al or A’ is the matrix obtained by interchanging the rows

and the columns of matrix A. Order of A' is n x m.

For a general square matrix 4 = [a} Jits transpose is A! = [a } )
X i x m

m X n
Note that,
1. Transpose of a row matrix is a column matrix.
2. Transpose of a column matrix is a row matrix.
3. Transpose of an identity matrix is itself.
Examples:
e A=[1 2 3]isarow matrix with order 1 x 3.

1
~. Alis a column matrix with order 3 x 1 and A'=| 2
3

-1 3 2 1
° P = is a matrix with order 2 x 4.
6 4 0 5



-1 6
t. . . t 3 4
.. P is a matrix with order 4 x 2 and P" = S
1 5
1 5 2
. B=1|5 2 9| isa matrix with order 3 x 3.
2 9 8
1 5 2
~. B'is a matrix with order 3 x 3and B'=|5 2 9
2 9 8
9._Symmetric matrix: A square matrix 4 = [a} is a symmetric matrix, if
Ylnxn

dij = ;i for all i and j
Note that,
Note that,
1. A square matrix A is symmetric matrix, if and only if A = Al
2. Every identity matrix is a symmetric matrix.
3. Every null matrix of order n x n is a square matrix for natural number n>1.
4. Every diagonal matrix is a symmetric matrix.

Examples:
[2 2 2 2

. If A= then A'= , . Ais a symmetric matrix.
2 2 2 2
1 5 2 1 5

. i B=|5 2 9|then B'=|5 2 9|. .. Bis a symmetric matrix.
2 9 8 2 9 8
2 0 1 0 1

e IfP=|0 7 3 |thenPl =| 0 7 3 |. .. Pisasymmetric matrix.
|1 38 3 8

Self Test I:




11.4 : Algebra of matrices:

11.4.1 : Equality of matrices: Two matrices are equal if they are of the
same order and if the corresponding elements are equal. So, if

A = [a} and p - [b,,} are two matrices then, A = B if and only if
Ylmxn Ylm xn

aj = bj for alliandj. Note that, matrices of different orders can not be equal.

11.4.2 : Addition of matrices: If two matrices A and B are of the same order
then they can be added and their addition denoted by A + B is the matrix of the
same order which is obtained by adding the corresponding elements of A and B.

Definition 11.4.1: Addition of matrices: If 4 — [a} and p = [b.l
Uy m X n Y m X n

are two matricesthen, 4 + p = [a,_ + b"} .
y y m X n

Note that, matrices of different orders can not be added.

Examples:
2 2 1 2 241 242 3 4]
. If A= and B= ,then A+ B = =
2 2 3 4 2+3 2+4 5 6]
1 5 2 2 0 1 3 5 3 ]
e IfC=|52 9landD=| 0 7 3 |,thenC+D=|5 9 12
2 9 8 1 3 12 16 |

-1 3 2 1 35 -2 1
. Isz{ }ansz{ },then
79 4 5

—-14+3 3+5 24+(2) 1+1 2 8 0 2
6+7 4+9 0+4 5+5}_L3134 m}
Properties of addition of matrices:

1. Addition of matrices is commutative i.e. A+ B=B + A.

2. Addition of matrices is associativei.e. A+ (B+C) =(A+B )+ C.

3. A+0=0+A=A, where 0 is a null matrix of appropriate order.

P+Q={

11.4.3 : Subtraction of matrices: If two matrices A and B are of the same
order then the subtraction can be performed, the subtraction denoted by A —B is



the matrix of the same order which is obtained by subtracting the corresponding
elements of B from the elements of A.

Definition 11.4.2:Subtraction of matrices: If 4 = [a} andp - [b
mXn

b U}mxn

are two matrices then, 4 - p = [a“ - b"} .
v Ylm x n

Note that, matrices of different orders can not be sutracted.
Examples:

(4 5 1 2 4 -1 5-2 3 3
. If A= }and B{ },thenA—B:{ }:{ }
19 3 4 1-3 9-4 -2 5

[\

1 5 2
. fC=|5 2 9land D = , then
2 9 8

- O
o W =

1-2 5-0 2 -
Cc-D=| 5-0 2-7 9 -
2-1 9-3 8 -

—1 3 2 1 35 -2 1
. If P= and Q = , then
6 4 05 7

0 W =
]
»—ml
—_
O\|Ul
W
N =

P-Q =

-1 -3 3-5 2-(-2) 1-1 -4 -2 4 0
67 4-9 0-4 5-5] '

11.4.4 : Scalar Multiplication:

Definition 11.4. 3: Scalar Multiplication: If 4 — [a} is any matrix and k is a
Ylm x n

scalar i.e. a real number then ka , the scalar multiple of A is defined as
kA = [ka.l .
Ylm xn

Examples:

SRR
SRR

2 2
. IfA:{ }and k= then kA =
2 2 3



1 5 2 2 10 4
. fA=|5 2 9landk=2,thenkA =| 10 4 18
2 9 8 6 18 16
35 -2 1 15 25 -10 5
J If Q= and k = 5, thenkQ = .
79 4 5 35 45 20 25

Properties of scalar multiplication:
1. Scalar multiplication is distributive over addition and subtraction of
matricesi.e.k (AxtB) = kAx kB.
2. Addition an d subtraction of scalars is distributive over scalar multiplication
i.e. (kixko)A = ki{A = ko A.
3. Ifk =—1, then kA = —A where — A =_[a,} =[_a,l :
v v m X n

m X n

4. If k =0 then kA =0, where 0 is a null matrix of appropriate order.
11.4.5 :  Multiplication of Matrices: If two matrices A and B are such that
the number of columns of A is equal to the number of rows of B then their
multiplication denoted by AB can be performed. If the order of A is m x n and the
order of B is n x p then the product matrix AB is of order m x p.

Definition 11.4.4: Multiplication of Matrices: If 4 — [a} and p - [b.l
Ylmxn Yln x p

are two matrices then, sp - [a} X [b,,}

U dmxn v nxp

n

= Z (aik X bkj)
k=1 mXp

Examples:

. IfAz{l 1} and B=[1 _1} , then
Py —1L Ty
apL [ XIFIX(=1) —Ixltix] 1-1 —1+1] [0 0
={bd+v(—n —MLHXJ2X2={L—1—1+J=& J
J IfA:{2 2} and B{l 2} , then
2 2hxo 3 4l w2

AB 2x1+2x%x3 2X2+2%x4 8 12
T 2x1+2x3 2X242%4 |5, 5 18 12



, then their product AB is a

Q
=]
o
V9]
]
AN W
W o0 =
O B~ W
[V BN S

3x4

matrix of order 2 x 4 and,

AB=

| IXT+3%3+5%6 IX14+3x8+5%3 IX5+3x4+5%9 IX2+3X7+5%5

- {2><7+4><3+6><6 2XI+4X8+6%X3  2X5+4x4+6X9 2><2+4><7+6><5}2><4

46 40 62 48
62 52 80 62|

Properties of Multiplication of Matrices: If A,B,C are matrices such that their
multiplications are possible, 0 denotes null matrix of appropriate order and I
denotes identity matrix of appropriate order, then
1. Multiplication of matrices is not commutative. i.e. A B # B A, for all
matrices A and B.
2. Multiplication of matrices is associative, i.e. A (B C) = (A B) C.
A +0=0+A=A, where 0 is a null matrix of appropriate order
4. Multiplication of matrices is distributive over addition and subtraction of
matricesi.e. A (B £ C) = AB + AC.
and (B +C)A =BA = CA
5. ldentity matrix is multiplicative identityi.e. IA = AT =A.
0A = A0 =0, where 0 is a null matrix of appropriate order.
7. ltis possible that A B = 0, but A and B are such that A #0 as well as B #0.

w

o

Self Test II-

11.5 : Determinant:

If A is any square matrix of real numbers, then the determinant of A
is a certain real number assigned to the matrix A. It is denoted by | A | or det(A).
The formula to find the determinant changes according to the order of the matrix.

Definition 11.5.1: Determinant of a Matrix of order 2x2 :

a a
If A = { 1 12} is a 2x2 matrix, then its determinant is defined as ,
ay Ay

10



a,  dp

|A = =aiazp —azran .
ay Ay

Example:

1 2
° IfA={ } then its determinant is,
2% 2
|A|=1x4-3%x2=4-6=—-2.

Definition 11.5.2: Determinant of a Matrix of order 3 x3 :

a; 4p dg
IfA=|a, a, a,|isa3x3matrix, then its determinantis defined as,
as; dzp  dgy
a; a4, d4p
|Al=|a, a, ay

Ay dz  dg

= ai1 (A2 @33 — Asz2 Aszz) — @12 (221 @33 — A3y Asz) + As3 (A1 Az — A31 A22) -

Example:
1 5 2

° If A=|5 2 9] isa3x3 matrix then ,its determinant is,
2 9 8

|A] =1 x(2x8 —9x9) — 5 X( 5x8 — 2x9) +2 x( 5x 9 —2x 2)

=1x (16-81)-5x%x(40—-18) +2 x(45—4)

=1X(—65)-5x(22) +2 x(41)

=— 65 -110+82

=—-93.
Definition 11.5.3: Singular Matrix: A square matrix A is said to be singular
matrix if its determinant is equal to zero i.e. |A | = 0. Otherwise it is called as non
singular matrix.
Examples:

2 2
. IfAz{ } then|A|=2x2-2x2=4-4= 0.
2lax2

. Alis a singular matrix.

45
e and B= then |B|=4x6-3x5=24—15= 9%0.
6lax 2

11



B is a non singular matrix.

Properties of determinants:

(i) If the rows and the columns of a matrix are interchanged then
the value of the determinant remains the same. Hence for every
square matrix and its transpose the value of the determinant is
same. i.e. for any square matrix A , we have |A| = | Al |.

(ii) If any two rows (or columns) of a matrix are interchanged then
the value of the determinant changes in sign only.

(iii)  If any two rows (or columns) of a matrix are identical then the
value of the determinant is zero.

(iv)  If every element of any one row (or column) of a matrix is
multiplied by a constant k, then value of the determinant is
multiplied by k.

Self Test lll:

11.6: Inverse of a matrix:
Definition 11.6.1: Inverse of a Matrix: If two square matrices A and B are such
that AB = BA = I, where I denotes identity matrix of the same order, then B is
known as inverse of A, and it is denoted by A7'If B is inverse of A then A is
inverse of B.i.e.ifB=A"'thenA=B .

Inverse of every square matrix does not exist. If A is a matrix such that its
inverse exists then it is called as invertible matrix.

It is known that a matrix is invertible if and only if its determinant is
nonzero i.e. if and only if it is @ non singular matrix.

It is possible to find inverse of an invertible matrix using various methods.
We will now study one of the methods to find inverse of a matrix which is using
adjoint of the matrix. To understand what is adjoint we need to understand few
more terms such as minor and cofactor.

Definition 11.6.2: Minor of an element: If A = {aij} is any square matrix,
nn

then the minor of the (i, j)th element a; is the determinant of the submatrix
obtained by deleting i"" row and " column from A. It is denoted by mj;.
Example:

12



—4

1
e IfA=]2 is a square matrix, then we can find minor mj; of every
1

S N =
[\

-1

element a; of A . By the above definition

mjj =determinant of the submatrix obtained by deleting i™ row and ™ column of A.
. my1 =determinant of the submatrix obtained by deleting 1°' row and 1

column of A
6 2
S Myq = ‘=6><(—1)—0><2=—6—0=—6.
0 -1
. 2 2
Slmllarlym12=‘1 1‘=2><(—1)—1><2=—2— =—4.
2 6
M43 = =2x0-1x6=0-6=—-6.
1 0
1 -4
Moy = =1x(-1)-0x(-4) =—1-0=-1.
21=| _1‘ (=1) (—4)
1 -4
m22=1 1‘=1X(_1)—1X(—4) =_1+4=3
11
Mo3 = =1x0-1x1=0-1=-1.
2l o
1 -4
Mmgq = =1x2-6%x(—4) =2+ 24 =26.
6 2
1 -4
Mg3o = =1x2-2x(—4) =2+8=10.
2 2
11
M33 = ‘=1><6—1><2=6—2=4.
2 6

Definition 11.6.3: _Cofactor of an element: If A= [aijJ is any square
nxXn

matrix, and the minor of the (i, j)th element a;is m;, then the cofactor of the
element ajjis denoted by c;j is defined as ¢ = (1) x mj; .
Example:

13



11 -4
e Forasquare matrix A=|2 6 2 |, we have minor m; of every element
1 0 -1
aj of A, as computed above. Using these minors we can find the corresponding
cofactors ¢j; = (-1 )i+j x m; ,as below,
Asmii=—6 . ci1=(=1)"" xmyy =(=1)®x(=6) =1 x (—6) =—8.

Similarly miz = —4. . Cia= (1) xmyo = (=13 x(=4) = (-1) x(-4)=4

my3 = — 6. wcig= (1) xmyg = (-1)*x(-6) =1 x(-6)=—-6

My =— 1. o Cor= (12 xmzg = (<1)°x (1) = (-1) x(=1) =1

Mo = 3. o Coo= (—1)22 xmpp = (-1)*x3 =1 x3=3

Mag = — 1. o Cog= (—1)% xmpg = (=1)° x (=1) = (=1) x (=1) = 1.

M3 = 26. oo o= (1) xmgy = (=1)*x26 =1 x 26 = 26.

Mao = 10. = Cao= (=1)¥% xmap = (=1)°x 10 = (=1) x 10 = —10.

Mag = 4. s Caz= (<1)¥ 3 xmag = (=1)° x4 =1 x4 =4.

Definition 11.6.4: Cofactor matrix: If A = [ai}n y nis any square matrix then

cofactor matrix of A is the matrix C = [c} in which the (i, j)th element ¢;;

nXxXn

is the cofactor of the element aj; of A.

Example:
1 1 -4

e Forasquare matrixA =|2 6 2 |, we have cofactor ¢; of every element
1 0 -1

aj of A, as computed above. Using these cofactors we can write the cofactor
matrix C of A as below,

¢, ¢, C¢3| |—6 4 -6
C=|Cu Cn €l 1 3 1

€y C3p Cs 26 —10 4

Definition 11.6.5: Adjoint of a Matrix: Adjoint of a matrix A is the transpose of the
matrix of cofactors of A. This is denoted by Adj(A).

Using these definitions and matrix algebra, some theorems can be proved, which
give a formula to find inverse of any square nonsingular matrix.

14



This formula is statedas A™' = ﬁ x Adj(A) .

Examples:

1 1
. For a square matrixA = |2 6 2 |, we have cofactor matrix C of A as
1 0

¢, € Cp -6 4 -6
C=1[C1 Cn Cxnl= 1 3 1
€y C3p Cys 26 —10 4

¢, Gy G| |—6 1 26

. Adj(A) =Cl'= |2 € Cpl=| 4 3 —10|
Cy €3 €| |—6 1 4

The inverse of A is computed by A™"' = ﬁ X Adj(A) .

— 4

2

-1

=IX[6X(-1)-0x2]-1X[2x(-1)—1x2]+ (-4) x[2x0—-1Xx6]
=[1x(=6)] = 1 x(=A)]+ [(-4)x(-6)]

1
Now |A| =| 2
1

S N =

=—-6+4 +24
=22 #0. .. Ais invertible matrix .
6 1 26
22 22 22
| -6 1 26 4 3 - 10
sAT :2—2>< 4 3 -10|= o) 22 22
-6 1 4 -6 4
22 22 22

45
. |fB=[ } then |B|=4x6-3x5=24—15= 9 0.
6]o %2

B is a non singular matrix. ...B is invertible matrix, hence by definition of
minor we have,

15



m11 =determinant of the submatrix obtained by deleting 1°' row and 1°

columnof B .. my1=| 6 | =6.

And similarly myz=| 3 | =3, mp1 =| 5| =5and mgp=| 4 | = 4.

i+

Using these minors we can find the corresponding cofactors ¢j = ( —1)" x mj;

asci = (=" xmyy =(=1)>x6=1x6 =6,

Ciz=(-1)""% xmyp = (-1)°x3=(-1)x3=-3.
Cor = (-1)*"" xmyy =(-1)°x5 =(-1) x5=—5.
22 Mo = (1) x4=1x4=4.

and co = (-1)"
-3
, . Adj(B) =
s 4} i(B)

5

6
Hence cofactor matrix C = { 3
-5
e

c' =
6
By formula to find inverse, B™' = 1 x Adj(B) = %x { ;

Bl
Self Test 1V:

11.7:Summary for Unit 11:

In this unit learners studied the following topics in details:

1. The concept of concept of matrix.

2. Different types of matrices such as, equal matrices, identity matrix, null
matrix, diagonal matrices and singular matrices etc.

3. Operations on matrices such addition, subtraction and scalar
multiplication and multiplication of matrices.

4. Concept of determinant. Evaluation of determinant of a matrix.

5. Concept of inverse of a matrix and adjoint method to find inverse of a
matrix.
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